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Abstract

The effective imitation of biological neural networks for the purposes of creating
artificial intelligence is becoming increasingly important. This _paper
concentrates on the current developments in that area. It takes the gwo tgr];‘)l} of
networks, juxtaposes them and critically assesses the extent to which the
objectives of mapping the human brain onto a computer have been achieved.
This is done by looking at two major regions: the effect to which the biological
neural network has been recreated and the efficiency of this process. 'I‘oi!j
effectively answer the question this paper makes use of a wide range of sources;
The artificial neural networks have managed to recreate the structure of th
biological neural networks. From the biological point of view the node whicg
represents the neuron does so very well. This provides good basis for future
development on the subject. However, the effect is less than satisfactory. The
artificial neural networks have proven to us that they can only work efficiently in
the simplest environments and when the data is fairly consistent. Hand writing;
recognition was one of the examples give at which the network gave good results.i;
The conclusions reached here have a number of implications. It becomes clear|
that achieving artificial intelligence is further then some people might have |
believed it was. There results found here are only quite general and the paper
does not go into very specific areas of artificial neural networks.
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() Introduction

A=

“To what extent and effect can artificial neural networks represent and efficiently

imitate biological neural networks?” This research question has been on my mind
for some time now and the extended essay allows me to carry out an in-depth
investigation to answer it. The reason for my interest in this area comes out of a
simple paradox that every computer user comes across even though they might
not realise it. When it comes down to mathematics computers outperform
humans by far. Computers are excellent at dealing with commands and linear
problems that do not require any thought. A good example of this is IBM's new
supercomputer named Readrunner. It can carry out 1.026 quadrillion
calculations per second!. Now consider this “problem”™ you are given two pictures, | |

one of a boy and the second of a girl. All you have to do is pick the one with the | L

boy on it. Neither I or you nor a seven-year-old child would have had any |
difficulty with carrying out that task. A computer would simply fail here. !

So why is that? Why is it that computers can instantaneously complete the kind
of calculations that would take a life time for a human to carry out and yet they
fall short completing a task that we find trivial? What is it that separates us from
the machines? Where is the barrier that stops the computers from outperforming
us? These are some of the questions that hopefully will be answered through out
the course of this essay.

I will start off by presenting the two types of networks and drawing comparisons
between them in order to come closer to answering my question. I will be looking
at their structure and build. It may be the case that the ANNs (Artificial Neural
Networks) show a very similar structure to the ones found in humans and yet
they fail to reproduce the effects. That is why I will further look at the efficiency
of the ANN at solving problems that do not have known steps to find the solution.
This is because if we knew how to arrive at the answer then it would be much
more efficient to hard code the instructions and make the computer carry them
out. '

Another issue that I will address is the one of knowledge, but more precisely
where does it come from? How do we learn? This is quite an important question
to answer, at least to a certain extent, in order to answer some of the questions
stated above. If we go back to the problem of recognising the pictures, how do we
know which one shows a boy? Why the computer does not know the answer?
Again I am hoping that these questions will be answered as I present my case.

In the increasingly demanding world of today there is a need for automation.
Machines and computers play a huge role in our lives today. However in order to
satisfy our need to progress and perform tasks faster and more efficiently we
require a different kind of assistance. The kind of assistance that no longer would

: Sharon Gaudin. IBM's Roadrunner smasﬁes £-minute mile 01" supercomp utmg Computerworld
: c 1ok
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need to follow set and rigorous instructions but instead would be able to find its
own new ways to overcome the obstacles?. Of course what I am talking about here
is the artificial intelligence. I believe, as do many computer scientists, that the
artificial neural networks are the key in developing machines to the standard
that is required today. This is why it is so important to answer my question. To
see where we are now and how much are we still lacking.
B =72

(i) Thkeory behind biological neural networks

In order to appreciate the mechanisms behind the artificial neural networks it'is
vital to understand how the biological ones work. This is the case because ANNs
attempt to imitate then. Straight away this raises an interesting question. How
can we recreate something we do not really understand? Is it not quite clear that
the ANN will only work to the extent which reflects our current state of
knowledge about our nervous system? But what is our current understanding?

Biological neural networks are very complex by their nature. I will break it down
into more fundamental parts, which together build up the network, so that it is
easier to see and understand. At the lowest and most fundamental level of the
network lies the neuron. It is outside the scope of this essay to even attempt fo
describe the complex anatomy and the structure of a neurone, so instead I will
explain what role they play in the network.

i 2 - G Ve
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The nuclew>

2 Pereira, Francisco Camara. 2006, Creativity and Artificial Intelligence’ A Conceptual Blending
Approach, Applications of Cognitive Linguistics. Amsterdam’ Mouton de Gruyter



g. The neuron

Neurons are the “basic building blocks of our brains” 3 and the nervous
system as a whole. They are the bricks of a house, Before I continue it is
worth pointing out that “there is no such thing as a ‘typical’ neuron™ Each
cell, or a group of cells, will be assigned to perform a specific task and it
will adopt to that task. Therefore it is quite hard to generalise without
leading into misconception. However there are some characteristics that
are shared by all neuron cells. Their main function is to pass electrical
impulses around the body to cur brain so that they may be then processed.

With a lot of simplification the whole process looks like this

The receptorsin our bodies notice a change

The neurons connected to those receptors fire the electrical signal
The signal passes from one neurone to another via synapse
When the brain receives the signal it processes it and send
another one back along the neurons to the effectors

LSl

This is the case most of the time; however when our bodies perform a reflex ‘

el

awn
le

=

reaction the signal does not travel to the central nervous system but ‘g'(\gvcmcg

instead goes to autonomic nervous system where the processing is
unconsciouss,

Let me just expand on the pulses of electricity generated by the nerves which are
also known as nerve signals. The amount of electricity which is passed along can
take many values (within a small range). The voltage value at rest (when no
signal is being transmitted) is about -70 millivolts, When the spike occurs this
value quickly rises to +40 millivoltss. With the ranging signal it is quite logical to
conclude that it iz analogue. Here straight away arises a problem. Computers as
we know them work with a digital signal. This is going to have quite a profound
effect on the efficiency of a neural network recreated using a machine. Does this
~ mean that we can never truly recreate this type of networks? Not quite, while the
Boolean logic is the basis of the computers today there is another logic system
called Fuzzy Logic created and developed by one Lotfi Zadeh’ It promotes
completely different rules that some scientists do not call logic at all.

So when the neurons in our body are connected they form a network. It is an
extremely large network with estimated number of neurons in the brain being
100 billion and 100 trillion synapses®. If this figure is true, as the research

3 Heaton, Jeff. 2005. Programming Neural Networks in Java.p. 32,

* Arbib, Michael A.2002. The Handbook of Brain Theory and Neural Networls. 2" ed. The MIT Press. p. 3.
5 Arbib, Michael A.2002. The Handbook of Brain Theory and Neural Networks. 2™ ed. The MIT Press. p.399.
® Action potential. <bitpilen.wikipedia orgiwiki/Action potential> Accessed on 04/07/2008

7 McNeill, Daniel and Freiberger, Paul. 1993, Fuzzy Logic. 1 Touchstone Edition.

! Williams, R and Herrup, K (2001). “The Control of Neuron Number.” Originally published in
The Annual Review of Neurcscience 11°423-453 (1988). Last revised Sept 28, 2001.
<httpifwww.nervepet.org/papers!NUMBER REV 1988 html> Accessed on 04/07/2008
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suggests, then we come across yet another problem. How can we recreate such a
large network efficiently?

Now that we get the picture of the network we must ask ourselves another
question. How do we learn? How can we carry out different tasks? This is the
point at which a lot of research is still being done and limited information is
available. So far the Neurophysiologists (experts in the area of the brain study)
believe that the secret lies with in the connections between individual neurons:
the synapses.

bh. The synapse

The chemical synapse is the most common type of junction. It is thanks to
these junctions that neurons can be connected together to form a network.
In the computing context they are the key to artificially creating more
complicated concepts such as thought and perception. What I am
interested is the way in which they pass the electrical signal that [ have
mentioned earlier, from one neuron to another,

Here we come across another fundamental idea® synaptic strength. It is
this strength that determines whether the signal will be passed along or
not. Generally speaking a strong synapse will result in the action potential
(the electrical signal) from the presynaptic neuron (the one coming up to
the synapse), triggering another signal in the postsynaptic neuron.
Logically a weak synapse will fail to do so and that will have the
consequence of the signal path stopping at that point. However this is not
always the case since within the brain every neuron is connected to many
different ones and similarly many are connected to it. So it may happen
that a number of weak signals may build up and still cause an action
potential to be generated in the postsynaptic neuron.?

Often the synapses will gain and lose strength and this is referred to as

synaptic plasticity. It is believed that within this ability lies the secret to

learning and memory. When strength is gained the synapse becomes “more

sensitive to passing on information”®, This suggests that we would be | 0
more prone to memorising impulses that we have experienced and L\\’ =
therefore learn. (

o

o

/ As you can see the synapses play quite a vital role in the biological neural
A networks, When attempting to recreate the learning effect on the machine the

"f key might just be in these highly complex connections. I will now present the
hb ® Synaptic Plasticy. <htip//www.br] kigvnapti ic/nlagticity htm> Accessed on

i 04/07/2008 |

oo " Robert Hawkins, PhD. 2007.
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current development in the artificial neural networw at the same time
assess them in respect to my gquestion.

(iii) Artificial Neural Networks (ANN)

As the name itself suggests they are a recreation of their biological counter parts.
The technical term for this is emulation as they try to imitate the behaviour and
at the same time hoping that the effect will be the same!!. Buf is it possible? To
what extent have we been able to map our nervous system (and its learning
properties) onto a computer? Are there any barriers, such as complexity, that
physically stop us from doing so?

So far ANNs have been widely used in character/voice recognition, image
analysis and business predictions (stock market)12. However, you might think
that this is not particularly impressive since our brain has much higher
potential. Well, you maybe right. I will now look at different types of neural nets
in order to assess if they faithfully imitate the biological networks. It is quite
clear to me that if they do not, then it is hardly justifiable to expect the same
results on a machine as in our brains.

There are a lot of different types of networks currently in use. However I am only
going to talk about the main few which currently shape the way that we perceive
the ANNs, Sometimes it is the case that a particular type of network is only an
offspring of another one, often inheriting most of its main properties. It will have
slightly different features yet the principles will be the same.

et
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" Simon Haykin. 1998. Neural Networks: A Comprehensive Foundation, 27 ed. Prentice Hall.
p.23

‘2 Applications of neural networks. <httpiicse.st .edu/clas re-college/projects:
00meural-networks/Applicationsfindex htmi> Accessed on 05/07/08




a. Architecture

As you will find out shortly most of the ANNs have a very similar general
architecture. There are three main layers in such a network.

1. The first one will always be the Iimput layer. This is logical as you
cannot process data while it is absent.

2. Following this is the so called Aidden layer. This is where the enfire
processing takes place as the input data is being passed through the, /
net. "The hidden layer is usually about 10% the size of the 1nput
layer.”}® Within this layer there can be many more layers. In fact this is
completely up to the designer and the requirements of the system thatf .\-
the net is being prepared for. The general rule is that the more layer
there are the more complex the net is. This also means that it imitate
the biological network more closely.

3. Finally we have the oufput layer which, as the name suggests, returns
the output.

‘L’,\ .-. 2

| o€

Each of these layers consists of artificial neurons which are often called
nodes. These nodes, in most cases, will receive the signal from the node
preceding it. However, sometimes the level of interconnection is so great
that the signal may be passed back or loops around within jthe hidden
layer.

o ‘lfth.( _ 7 F
= Ow\c{){s:ﬁ‘

b. The Node

With in the network, nodes represent the neurons and attempt to 1mitate

them. Likewise they will usually have more then one inputf. This again .
depends on the purpose of the network and usually does not exceed 100. ° 0\1? £
When all the inputs are taken in they will then be processed and a single-etv | &
output given off. This is called firing.

At the conversion rate of 100 inputs to 1 it makes you think that the net: .
would become incredibly small in a very short space of time. However with = So iIn/SW
in the hidden layer, the individual layers decrease by one node as the x ¢

signal gets closer to the output. So the number of nodes is in a sense T
predetermined by the number of outputs that is required. _&/\,\,f S

T
@ Ck:ifi(v"ab ‘6 ?
e. Firing and Weights
The node, our artificial neuron, can fire a signal or stop it from passing

forward. In the real neurons this is determined by the synaptic strength.
Here however we have so called weights which in principal perform the

¥ Steven W. Smith, Ph.D. 1997. The Scientist and Engineer'’s Guide to D@Jé&! Signal Processing.
1st ed. California Technical Pub, Chapter 26,



same task. So when the input signal is being passed to our current node it
is multiplied by the value of the weight!4. Each of the inputs may be
passing through different weights and the output can therefore be
different. Once all the inputs are weighted they are summed up within the
node. If the value of the sum exceeds the threshold (strength) the node will
fire a signal. - A3
Crxcnp € g

d Feedforeward Neural Network

Perhaps it is most sensible to start off by presenting one of the first neural
networks to be modelled. It is one of the simplest networks of its kind and
vet it has proved itself to work in certain scenarios. The main feature of
this network is that any information that is being passed through it will
only travel in one direction!S, hence the name feedforeward. This
immediately raises an issue about its imitation of the biological network.
As I have mentioned earlier the signal in the neurons can travel in both
directions. The brain receives as well as sends out signals. However some
neurophysiologists will argue that the learning process {(after all that is
what we are after) does not come from the signals being sent out but from
all the impulses that the brain receives.

Gv) Leazmng

Everything we know, everything we can do, all the actions we can perform-and -
the different ideas we can conjure up were not hard coded into our bodies.(All of i‘f V\‘cj—
is the result of systematic learning that we have done up to now and continue to “HV\Q
do so. Allow me to present you with an abstract scenario here. Imagine you are

given a task of explaining to a seven-year-old how gravity works. You would not

be wrong in thinking straight away that this is going to be a very lengthy
pProcess.

The simple reason for this is that our learning process is based on a hierarchical
model. What it means is that we cannot start at the top and straight away
understand a lot of very technical problems. Instead we need to begin with good
basis and gradually build on our knowledge until we can solve a certain problem.
It is like learning mathematics. Everything that we can do now such as
trigonometry and calculus can be traced down to the basic, undeniable ideas
called axioms.

The reason I am mentioning this is fo show you just as we were pot smart
straight away, neither can computers be. You cannot expect to build a super

" Nikola K. Kasabov, 1998, Foundations of Neural Networks, Fuzzy Systems, and Knowledge Engineering. phe
ed, The MIT Press. Chapter 4
1% Jochen Fréhlich, 2004, Neural networks with Java: 2004 Edition. Retrieved from <http://www.nnwj.de/neural-

net-types.himl> on 65/07/08



complex neural net and see intelligence immediately. It takes time to develop
understanding. Of course in the case of machines this process can be significantly
shortened as actions such as sleeping and eating will completely omitted.
Theoretically a machine could be learning all the time, twenty-four-hours a day.
This is an important fact when attempting to recreate the structure and effect of
our nervous system.

So how do the machines learn? At the moment a more appropriate name for the
process would be “training” as the term “learning” implies building on current

knowledge.

a. Supervised Learning

This is the simplest and the quickest way of preparing a neural net. When
the general structure is achieved and all the nodes are connected in the
desired way, the process begins. The net is presented with a set of training
data, however it is not expected to process it yet as it does not know how
to. This data consists of inputs and desired outputs for those inputs!®. If is
like a matching exercise. The net is shown what inputs go with what
outputs.

Let us assume that we are training a net to recognise writing. Typical
character recognition you may think. However there are as many different
types of writing as there are humans. If we consider ourselves, we were
never shown all those types and yet we do a pretty good job at recognising
hand writing. Now think of your primary school teacher and remember
how they could read anything that the kids gave them even though it made
no sense to you. This is because the teacher was exposed to many more
types of writing than you. Similarly with neural nets, it needs fo be
presented with sample data. However in order to be efficient the data is
generalised.

This brings us to the problem and importance of presenting the net with
the right kind of examples. The kind of examples that will allow it to
recognise most types of inputs. In other words it needs to be quite generic.
Relating this back to the nodes, they are trained to fire when they meet a
particular piece of data {or something that looks like it — this is where the
error occurs).

16 Simon Haykin. 1998, Neural Networks: A Comprehensive Foundation. 2% ed. Prentice Hall.
Chapter 2

¢
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b. Unsupervised Learning

This does not mean that the machine learns completely by itself. It does
not start gathering knowledge and building up on it in the sense that we
do. The word unsupervised only means unsupervised to a certain extent as
there is some user input involved.

It is mostly found to be used with data clusters. In other words data sets,
The input can be classified as belonging to a particular set based on its
similarity to other inputs within that set!”. The user determines to what
extent the data has to be related in order for it to be placed with in a set. :
T e ——— ? CI
As much as [ love computer science and @o_rgthe current paradigms.] am going .
to be very critical here because this is exactly what this particular topic needs. I
am going to answer my question three parts. To start off I will determine to what
effect the neural networks imitate the biological networks.

From the evidence I have gathered neural networks do not come anywhere near
to reproducing the effect of the biological networks. If they did then we would be
dealing with true examples of artificial intelligence here. However that is far
from the case. The program with a neural net implemented is not capable of k=
thinking for its self. It still follows a set of rules, even though they are more

complex in their nature. There certainly is a shift from sequential programming V\Er
towards parallel programming and ANNs provide a gateway for this shift. b
However at the moment it is no more than that. P \a

I mentioned pattern recognition earlier. When it comes to simple patterns such

as hand writing (f we can call it simple) computers have shown us that they are

capable of learning to adapt the recognition to an individual after some training.

This is certainly a plus in that field and does count towards recreating the effecty {(\ o

of the biological networks. However this set will only work in certain condifions! :

If we begin to write slightly faster where the letters make less of a pattern, ye e e ny

readable by another human, the computer fails. $)
Hnd g

This example presents us with a general image of what effect the ANNs have.
They work in simple cases however in a little more extreme situation the
computer falls short. Furthermore, the character recognition example I presented
is a very simple one. If we were to look at object recognition such as a desk, a
window or an animal within a picture the computer again falls short. Therefore I
must conclude that so far we have only been successful of recreating the effect of
the biological neural networks in the simplest scenarios

As to the representation and Imitation aspect 1 think we have done a
significantly better job than at recreating the design. The ANNs consist of inputs,

7 Ben Krose and Patric van der Smagt. 1996. An introduction to artificial reural networks. 8™ ed. University of
Amsterdam. p. 18.
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outputs and the process. This is consistent with the receptors and effectors
within our nervous system. The structure of the node itself is in principle similar
to the neuron. It can have any number of input signals coming in to it and just
like the neuron it can either pass the signal forward or stop it at that point
within the network.

The concept of the synaptic strength of which we currently understand very little
of has been efficiently imitated with the use of weights. I think that for the level
of understanding this has been done very well and it represents what happens
within the neuron. The weights combined with the summing algorithm and the
threshold of the node provides an accurate imitation of the mechanism that
operates the neurons. This is exactly the way that the neuron works. So, as for
this part I think that the neuron has been emulated very accurately. '

(v} Conclusion

In conclusion I want to consider the overall extent of the attempt at recreating
the nervous system with in a computer. If we agree that the structure of the
network has been correctly build and the neuron accurately emulated, why is it
that we do not see the kind of processing that we as humans posses, Why is it
that the ANNs work only in certain scenarios and many mistakes occur in fields
where we would not have much trouble with? I think that the answer lies

?Qr%'f"{:’--j

e?ih:‘.ﬁw

V'L-Q.f“

ironically with in numbers. The networks which have been created are created to bacued

a huge scale. The number of neurons in our bodies does not in the slightest

“p

compare with our creations. There also is the problem of time. It takes us time to { Y

learn different concepts so logically machines would have to take time as well, at
least on the model that we are currently working with. I think that as we
progress we will see more and more accurate imitations and paradigm shift
towards that area of research. '
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